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- **Abstract (300 words):**
  A central, but overlooked, element in the design of AI enabled built urban environments is the question of how marginalized communities maintain control of their digital footprint. Members of marginalized communities are often prone to social exclusion and frequently denied full access to various rights, opportunities and resources that are available to members of dominant groups, and which are fundamental to social integration and observance of human rights. LGBT communities remain largely marginalized in many
places and face unique socio-technical challenges and risks surrounding issues of data privacy and data accessibility.

The wealth of available data does offer some benefits to the LGBT community in a digital urban environment. This data can be beneficial for finding community specific support networks such as transgender support groups or legal support networks when properly secured and sanitized. However, the possibility of an AI enabled system outing a member of the LGBT community or revealing gathering spaces for LGBT individuals without their consent or knowledge poses a non-trivial risk to their health, safety, and employment. An example of this concern in practice was a COVID-19 tracking application deployed in South Korea which used cell-phone data to track where the user had been so public health officials could engage in contact tracing. This practice sounds neutral and even beneficial until you realize that the data produced by this app could be used to link individuals to LGBT friendly spaces.

This paper provides a series of recommendations for urban designers and computer scientists working in digitally interconnected environments to ensure that marginalized communities can maintain control of their digital footprint. Recommendations focus on designing data driven applications which are transparent about what data is being collected, how that data is being used, and what options an individual can use to delete potentially harmful information.
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